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ABSTRACT

Spectrograms visualise the time-frequency content of a signal. They are commonly used to analyse animal vocalisations. Here, we analyse how far we can deduce the mechanical origin of sound generation and modulation from the spectrogram. We investigate the relationship between simple mathematical events such as transients, harmonics, amplitude- and frequency modulation and the resulting structures in spectrograms. This approach yields not only convenient statistical description, but also aids in formulating hypotheses about the underlying mathematical mechanisms. We then discuss to what extent it is possible to invert our analysis and relate structures in spectrograms back to the underlying mathematical and mechanical events using two exemplary approaches: (a) we analyse the spectrogram of a vocalisation of the Bearded Vulture and postulate hypotheses on the mathematical origin of the signal. Furthermore, we synthesise the signal using the simple mathematical principles presented earlier; (b) we use a simple mechanical model to generate sounds and relate experimentally observed mechanical events to characteristics of the spectrogram. We conclude that although knowledge of sound producing systems increases the explanatory power of a spectrogram, a spectrogram per se cannot present unambiguous evidence about the underlying mechanical origin of the sound signal.
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INTRODUCTION

Throughout the animal kingdom a wide range of biological mechanisms of generating sound have evolved. Sound production by animals is often based on complex mechanical events, ranging from cavitation induced sound by shrimps (Versluis et al. 2000) to the energy conversion of flow to vibrating structures in the larynx of mammals (e.g. Paulsen 1967). The generated sound amplitude can show up as
a clear periodic function of time. In many cases, however, a sound possesses a seemingly aperiodic character (e.g. a sound recording of a piece played by a symphony orchestra; see e.g. Von Békésy (1960)). Although in the time domain hardly any structure can be discovered, the frequency domain may reveal a clear composition of periodic signals. Spectral analyses to study the frequency domain are widespread in science and engineering with applications ranging from econometrics and astronomy to Geographical Information Systems (GIS), Remote Sensing (e.g. Lillisand & Kiefer 2000) and acoustics.

A convenient way to visualise a sound recording in the frequency domain is a spectrogram, which shows the spectral composition (e.g. amplitude) of a time window sliding over the signal. Spectrograms based on the Fourier Transform are widespread in biological sciences such as animal behaviour and bioacoustics. Their value (Hall-Craggs 1979), trade-offs and limitations (e.g. Beecher 1988; Bradbury & Vehrencamp 1998; Clark et al. 1987; Cohen 1995; Spiegel 1974; Williams & Slater 1991) have been well studied. Other spectral analysis techniques, such as zero-crossing analysis (Staddon et al. 1978), wavelets (Wakeling et al. 2002), spectral derivatives (Tchernichovski & Mitra 2000), optimal kernel designs (Jones & Baraniuk 1995), or others (Darden et al. 2003; Gardner & Magnasco 2005, 2006; Mbu Nyamsi et al. 1994) are used to construct different time-frequency representation with e.g. a higher time-, and frequency resolution. Various techniques have been developed to correlate sound structure in a spectrogram (e.g. Clark et al. 1987; Cortopassi & Bradbury 2000; Khanna et al. 1998) with various contextual variables, such as habitat, social context, and inter- and intraspecific differences.

The Fourier transform decomposes any infinite signal in sine waves with certain amplitude (or power), frequency and relative phase. In a normal spectrogram, only the amplitude (or power) of the FFT analysis is displayed, also called the amplitude spectrogram (Léonard 2000). The relative phase information of the FFT can be equivalently used to construct a phase-time representation, which is called a phase spectrogram (Léonard 1997, 2000; Léonard et al. 2000). To our knowledge, the phase spectrogram has not been used in published animal sound studies.

The spectrogram is used to present the time-frequency information of a signal, but what additional information can we extract from the spectrogram? If we are interested in the physiological production process of the sound signal, what information does a spectrogram contain on the mechanical origin of the signal? In the present paper, we investigate the relationship between simple mathematical events and the resulting structures in spectrograms. Furthermore, we explore whether we can invert our analysis and relate structures in spectrograms back to the underlying mathematical and mechanical events. First, we will start by studying the shapes and structures
in spectrograms resulting from a selection of mathematically defined sound signals. We then discuss extent to which it is possible to invert our analysis and relate structures in spectrograms back to the underlying mathematical and mechanical events using two exemplar approaches: (a) we analyse the spectrogram of a vocalisation of the Bearded Vulture *Gypaetus barbatus* L. and postulate hypotheses on the mathematical origin of parts of the signal. We subsequently synthesise the signal using the simple modulation and manipulation principles presented earlier; (b) we use a simple mechanical model to generate sounds and relate experimentally observed mechanical events to characteristics of the spectrogram. The latter two approaches are used sparsely in bioacoustics, but have proven to be of great help in directing working hypotheses in other fields of biology. The last section contains our conclusions.

**From signal generation to spectrogram. The appearance of simple mathematical signals in spectrograms**

Extensive terminology has been developed to describe the most common sound features in spectrograms of animal vocalisations. Examples found in literature are ‘pure tone’, ‘harmonic stacks’, ‘broadband pulse’, ‘amplitude- and frequency modulation’, ‘sidebands’ and ‘noise’. To understand what kind of signals can cause these structures, we will start by studying the shapes and structures in spectrograms that are the result of a selection of mathematically defined sound signals. This approach provides a basis to interpret signals of which the exact composition and mechanical origin is not *a priori* known. We will generate some of these common features by simple permutations of sine waves in the time domain. The advantage of mathematically defined signals is that the emergence of spectral features can be explained without ambiguity due to error or variation introduced by measurements. To increase readability, we have included the mathematical derivations in the Appendices and not in the main text. We will not provide a detailed explanation on how to construct a spectrogram, because there are many excellent descriptions available in the literature (e.g. Bradbury & Vehrencamp 1989 and many tutorials). In this paper, to construct spectrograms we will use digital Fourier transforms (dFFT), the most widespread and easy to use transform used in bioacoustics.

**Harmonics**

Harmonics are integer multiples of a base frequency or fundamental frequency (see Figure 1). All non-sinusoidal, but periodic, time-
Figure 1. Effects of nonlinearity on sinusoidal time-signals. From left to right: the time signal and associated spectrogram and amplitude spectrum. The shaded bars in the amplitude spectrum indicates the edge of the displayed dynamic range in the spectrogram. (a) Full wave rectified sine wave. The fundamental frequency doubles and both odd and even harmonics occur. (b) Sine wave clipped symmetrically at $A_c = 0.7 A$. Only odd harmonics occur in the power spectrum. (c) Sine wave clipped symmetrically at $A_c = 0.99 A$. Even in the latter case, harmonics occur. (d) Sine wave clipped asymmetrically at $A_c = 0.7 A$. Both odd and even harmonics occur. $\omega_c = 1 \text{ kHz}$; $F_s = 40 \text{ kHz}$, $nfft = 1024$. 
functions generate harmonics in their spectrum (e.g. Bradbury & Vehrencamp 1998). Because perfect sine waves are rare in real world signals, harmonics are ubiquitous. In some special cases, it is possible to calculate analytically the harmonic content of a signal in a Fourier series (see Appendix B1). The resulting parameter values provide a convenient statistic for comparison and are used in e.g. biomechanics locomotion literature (e.g. Askew & Ellerby 2007).

To generate harmonics as a mathematically defined signal, we use the following example. We consider the absolute value of a sinusoidal signal, also referred to as ‘full wave rectification’ of a simple sine wave:

\( y(t) = |A \cdot \sin(\omega_s \cdot t)| = A \left| \frac{2}{\pi} - \frac{4}{\pi} \left( \frac{\cos(2 \cdot \omega_s \cdot t)}{1 \cdot 3} + \right. \right. \]

\[ \left. \left. \frac{\cos(4 \cdot \omega_s \cdot t)}{3 \cdot 5} + \frac{\cos(6 \cdot \omega_s \cdot t)}{5 \cdot 7} + \ldots \right) \right| \]

Eqn. 1

Here, \( \omega_s \) is the angular frequency of the signal, and \( A \) is the amplitude. The frequency (in Hz) of the signal is \( f = \frac{\omega_s}{2\pi} \). The time signal (Figure 1a) can be expanded into a series consisting of multiples of \( 2\omega_s \): \( \cos(2\omega_s \cdot t) + \cos(4\omega_s \cdot t) + \ldots \) in eqn (1). The same expansion of a cosine function also shows only multiples of \( 2\omega_s \) (see Appendix B1). Full wave rectifying thus results in a fundamental frequency of \( 2\omega_s \) and not \( \omega_s \). The spectrogram (centre column in Figure 1) contains a harmonic stack with odd and even harmonics and the amplitude of these harmonics is defined by Eqn. 1.

We can also generate harmonic stacks in a spectrogram by clipping of the sinusoidal signal at a level \( \pm A_c \):

\( y(t) = A \cdot \sin(\omega_s \cdot t), \quad -A_c < y < A_c \quad A_c \in [0, A] \) \hspace{1cm} \text{Eqn. 2}

\( y(t) = A_c, \quad |y| \geq |A_c| \) \hspace{1cm} \text{Eqn. 3}

We will refer to this case as symmetrical clipping (Figure 1b). See Appendix B2 for the analytical solution of the Fourier integrals. Clipping can also occur asymmetrically, i.e. for only or \( -A_c < y \) or \( y < A_c \). Here, the boundary \( A_c \) is absolute, and in that sense ‘hard’, in contrast to ‘soft’, where clipping is implemented with a smooth transition at the clipping level, e.g. with a non-linear term or look-up table. This would also result in a harmonic stack in the spectrogram, but with less energy in the higher frequencies. Even for \( A_c = 0.99 \cdot A \), harmonics are still visible in the spectrogram (Figure 1c), which implies that even the slightest clipping of a recorded sound signal may result in false harmonics in the spectrogram. While symmetrical clipping results in the occurrence of odd harmonics
(Figure 1b and 1c), asymmetrical clipping results in both odd and even harmonics (Figure 1d).

In this context, periodic pulse trains can be considered as a special case of a periodic signal. Fast series of discrete pulses are often produced by animals. Examples include stridulation in insects (e.g. Gerhardt & Huber 2003) and birds (Bostwick & Prum 2005), glottal pressure pulses (e.g. Titze 2002), echolocation clicks in odontocetes (Au 1993) and bats (e.g. Holland et al. 2004). Depending on the pulse-rate and on the time-window used to build the spectrogram, these signals can appear on spectrograms as very harmonically rich sounds. For a discussion on this specific topic see e.g. Watkins (1967) or Bradbury & Vehrencamp (1989).

Modulations

Another ubiquitous phenomenon in animal vocalisation is modulation. Animals may modulate a carrier signal in various ways: amplitude modulation (AM), frequency modulation (FM) and phase modulation (PM). To generate modulations, we extend our analysis to (linear or non-linear) interactions between sine waves.

Amplitude-modulation

The simplest type of modulation is a sinusoidal amplitude modulation of a sinusoidal carrier signal:

\[ y(t) = A \cdot (1 + m \cdot y_{AM}) \cdot \cos(\omega_c t) \quad \text{for} \quad \omega_{AM} < \omega_c, \]

where \( y(t) \) is the modulated time signal, \( m \) is the modulation-depth of the signal amplitude, \( y_{AM}(t) = \cos(\omega_{AM} t) \), \( \omega_{AM} \) is the modulating signal, \( \omega_c \) is the modulation frequency and \( \omega_c \) is the carrier-frequency. This equation can be expanded from a product of cosines into a sum of cosines (Spiegel 1974):

\[ y(t) = A \cdot \cos(\omega_c t) + A \cdot m \cdot \cos(\omega_{AM} t) \cdot \cos(\omega_c t) = \]

\[ = A \cdot \cos(\omega_c t) + \frac{A \cdot m}{2} \left[ \cos(\omega_c + \omega_{AM}) t + \cos(\omega_c - \omega_{AM}) t \right] \]

Three frequencies emerge: the carrier-frequency and the sum- and difference-frequencies of carrier- and modulation signal (Figure 2a). Note that the modulation-frequency \( \omega_{AM} \) itself is not visible in the spectrum. The modulation signal (and a component at \( \omega = 0 \)) appears when a DC offset is added to the carrier signal in Eqn. 5 (Bradbury & Vehrencamp 1998; Lavenex 1999; Nowicki & Capricana).
1986a, 1986b). In animal sounds, the frequency of the modulation signal is often very low compared with the carrier-frequency (Stein 1968; Watkins 1967). Then, the sum- and difference-frequencies are invisible in the spectrogram and amplitude modulation is only visible in the time signal.

Both carrier and modulation signal can be either sinusoidal or non-sinusoidal, resulting in four possible principle interactions (Figure 2a-d). The carrier signal used in Figure 2 was 3 kHz, and the modulation signal 400 Hz. Non-linearity was introduced to either the modulating or carrier signal, or both, by soft clipping. Despite minute changes in the time domain, the spectra are very different. If the modulation signal is non-sinusoidal and the carrier signal is sinusoidal (Figure 2b), the frequency spectrum above the carrier frequency is an in amplitude scaled duplicate of the spectrum of the modulating signal. The spectrum below the carrier is the mirror image. With a non-sinusoidal carrier signal and a sinusoidal modulation signal, sum and difference frequencies appear around the individual bands of the harmonic stack of the carrier signal (Figure 2c). When both signals are non-sinusoidal, many frequency bands appear around every band of the harmonic stack (Figure 2d). In an engineering context this phenomenon is called intermodulation.

Another type of amplitude modulation is obtained by removing the carrier-frequency from Eqn. 5:

\[ y(t) = A \cdot m \cdot \cos(\omega_{AM} \cdot t) \cdot \cos(\omega_c \cdot t) - \frac{A \cdot m}{2} \]

Eqn. 6

This type of modulation is known as Double Side Band modulation (DSB; see Appendix B3) or Amplitude Modulation with suppressed carrier (Figure 2e). It is obtained for any product of sine- and cosine functions by applying simple goniometric rules (Spiegel 1974). It can also be interpreted as the sum of two sinusoidal signals of equal amplitude, but with different frequencies. In the two types of amplitude modulation given by Eqn. 5 and Eqn. 6, the modulation-signal is not present in the spectrum of the modulated carrier-signal. It can be restored by demodulation by a non-linear network as used in AM radios. In Single Side Band modulation (SSB), subsequently, also one of the sideband frequencies \( \omega_c - \omega_{AM} \) or \( \omega_c + \omega_{AM} \) is removed (Figure 2f) from Eqn. 6. Because the carrier does not contain any additional information, only one sideband is transmitted and radio receivers for SSB need to regenerate the carrier frequency \( \omega_c \) before demodulation. Although this type of AM might not seem directly relevant to biological systems, it is important to realize that each
Figure 2. Effects of amplitude modulation (AM). (a)-(d) four possible interactions with different carrier and modulation waveforms. (a) Simplest form of AM as described in Eqn. 5 resulting in the carrier-frequency and two side-frequencies. (b) Non sinusoidal modulation frequency or, (c) carrier frequency. (d) Intermodulation. (e) Double Side Band modulation (Eqn. 6). The carrier-frequency has disappeared, here only the side-frequencies emerge. (f) Single Side Band modulation. The carrier-frequency and one side-frequency remain. The latter example can be varied in different ways. ω_c = 3 kHz; ω_{AM} = 400 Hz. F_s = 40 kHz; nfft = 1024.
sideband on its own contains all the information of an AM signal. The characteristic amplitude envelope in Figure 2f is often referred to as ‘beating’ (e.g. Lavenex 1990; Bradbury & Vehrencamp 1998). This spectrum containing two fixed components can be the result of either addition of two sinusoidal signals or the application of Double Side Band modulation.

Summarising, the above formulae show the following. First, amplitude modulation always requires interaction between two or more signals. Second, AM is obtained by adding up signals as well as multiplication. In the context of mathematical operation, the terms ‘linear’ and ‘nonlinear’ for respective addition and multiplication sinusoidal signals are indiscriminate and inappropriate. Multiplication still results in a linear system, but not in a time-invariant system. Third, the different types of AM generate very different and intricate spectra, while it is difficult to distinguish between the signals in the time domain.

Angular-modulation

Instead of the two side-frequencies that emerge from sinusoidal amplitude modulation, frequency-modulation gives rise to multiple sidebands of frequencies. At low modulation frequencies these sidebands are not visible in the spectrogram (Figure 3a), but at high modulation frequencies the differences between carrier and FM signal are high enough to visualise the bands (Figure 3b) depending on the bandwidth settings of the spectrogram. Frequency Modulation (FM) and Phase Modulation (PM) are considered to be particular forms of so-called angular modulation (Ziemer & Tranter 1990). Angular modulation is defined as:

\[ y(t) = A\sin(\omega_c t + \varphi_t), \quad \text{Eqn. 7} \]

where \( \varphi_t \) is a phase constant. In this context, sinusoidal frequency modulation is described by using \( \omega_c = \omega_c + m \cos pt \), and \( \varphi_t = 0 \) in Eqn. 7, where, \( \omega_c \) is the angular frequency of the carrier and \( p \) is the angular frequency of the modulation. For phase modulation with sinusoidal modulation we write \( \varphi_t = \omega_c \) and \( \varphi_t = \varphi_{\text{max}} \cos pt \) in Eqn. 7, where \( \varphi_{\text{max}} \) is the peak value of the phase deviation. The expression for the instantaneous angular frequency \( \omega = d\varphi/dt \), relates FM to PM. The ratio between angular frequencies of the carrier over the modulation, \( m/p \), is the so-called modulation index of a FM signal. Interestingly, the relation of angular modulation (Eqn. 7) can be expanded into underlying Bessel functions that describe the amplitude of each of the individual sidebands created (See Appendix B4). Because a sideband vanishes completely at particular values of \( m/p \), Bessel functions can be used for precise calibration of the modulation process if wanted. In many vocalisations, the modulation
increases in time, which is called progressive FM (Appendix B5) and can be modelled by various means; e.g. either the carrier frequency (Figure 3c) or the modulation index (Figure 3d) can be varied in time.

**Generation of multiple signals**

With the mathematical principles that were derived above, signals can be generated that contain harmonics, side bands and frequency modulations of an exactly known mathematical origin. Figure 3e shows an example of a synthetically generated signal with combinations of Eqns. 5, 8 and B20 (Appendix B5). Visual inspection of the spectrogram and careful listening to the sound reveals the separate signals. Visual inspection of the time signal, however, gives the impression of aperiodicity.

**Nonlinear dynamics**

Many sounds in vertebrate animals are produced by structures that can be modelled as nonlinear oscillators. In biological systems a profound source of non-linearity is the non-Hookian relation between applied force and elongation in elastic tissue. These nonlinear oscillators exhibit specific dynamics of which some signatures can be observed in spectrograms (Fee *et al*. 1998; Fitch *et al*. 2001; Fletcher 2000; Wilden *et al*. 1998; Laje & Mindlin 2005). Examples are sudden frequency jumps or doublings, or transitions from harmonic stacks to subharmonics to deterministic chaos (that could mistakenly be considered as noise) in spectrograms. These signatures in spectrograms of animal vocalisations are increasingly reported (e.g. Wilden *et al*. 1998; Laje & Mindlin 2005; Suthers *et al*. 2006). It is beyond the scope of this paper to describe the structures in spectrogram that can be identified as fingerprints of nonlinear dynamics and we like to refer to Wilden *et al*. (1998), Fitch *et al*. (2001) and Laje & Mindlin (2005) for comprehensive descriptions.

However, we would like to point out that nonlinear oscillators exhibit a conversion from AM to PM when the coefficients in their describing differential equations are excitation dependent (Kharkevitch 1962). We will illustrate this AM to PM conversion for an electric circuit, i.e. a nonlinear-RLC series circuit that is voltage excited. The detailed mathematical description of this system can be found in Appendix B6. To show the AM to PM conversion of this system, we concentrated only on the terms concerning the fundamental frequency $\omega_0$ (Appendix B6). Figure 4a shows the amplitude of the charge as a function of normalised frequency. When the excitation increases, the
Figure 3. Effects of frequency modulation (FM). (a) Normal FM as described in Eqn. 7, with $\omega_c = 3$ kHz and with $p = 4$ Hz and (b) with $= \omega_{FM}$ 250 Hz. This results in a spectrum with a carrier-frequency and multiple sidebands of frequencies. (c) Progressive FM with varying $p$ and (d) with varying $\omega_c$. (e) Multiple signals as described in Appendix B5, Eqn. B21.
frequency clearly shifts to a higher value. The phase of the charge oscillation is also strongly dependent on the excitation amplitude (Figure 4b). The AM to PM conversion is evident even in the simplest of all nonlinear differential equation. For large drive amplitudes, these systems can also exhibit the transition from a deterministic to a chaotic oscillator, in the case of which any correspondence between the excitation and the resulting spectra is lost.

From spectrogram to the origin of signals

We demonstrated that many features that are found in the spectrograms of animal vocalisations can be generated with permutations and interactions of simple sine waves. From this approach, we can conclude that signals, which look very similar in the time domain can result in very different spectrograms (e.g. Figure 2). However, what is the explanatory power of the inverse procedure? What can we say about potential underlying mathematical or even mechanical events when looking at the spectrogram? We will demonstrate the diagnostic value of spectrogram analysis by two examples, the vocalisation of a bird, and sound produced by a simple mechanical model.

Example 1. Simulating animal sounds: the screech of a bearded vulture

Birds possibly harbour the largest variation of vocalisations found within the animal kingdom. Therefore most features as described

Figure 4. Amplitude modulation transitions to phase modulation in a simple nonlinear oscillator. (a) In a simple nonlinear model (see Appendix B6 for a detailed description), a higher excitation amplitude (amplitude of charge $Q$) results in a frequency shift. (b) Also the phase shifts as a function of $\omega^2/\omega_0^2$ $B = 1, 2, 3, ...10, \lambda = 0.01$ and $d = 0.1$ in Eqns. B28 and B29. For a detailed explanation see Appendix B6.
Above can be found in the vocalisations of birds. For this example, we chose the screech of a Bearded Vulture *Gypaetus barbatus* L. The time signal (obtained from [www.birding.dk](http://www.birding.dk)) and its corresponding spectrogram are shown in Figure 5a and 5c. This recording was chosen for two reasons: 1) the sound signal contains interesting features, and 2) we do not have access to any physiological or morphological data of the species, because it is highly endangered. Therefore, we only have the data available in the sound signal to deduce its mathematical and mechanical origin.

As can be seen in Figure 5, many energy bands are present that converge towards one band at 1000 ms. In the middle of box a (Figure 5c), bands are visible at 2400, 3100, 3700, 4350, 5000 and 5650 Hz, separated by about 650 Hz. If this would be part of a harmonic stack with a fundamental of 650 Hz, we expect that the harmonics would be spaced at integer multiples of 650 Hz (i.e. 1300, 1950, 2600, 3250, 3900, 4550, 5200 and 5850 Hz, respectively). These expected multiples (see Eqn. 1), however, do not coincide with the observed frequencies. Alternatively, the signal could be caused by amplitude modulation, which would require two or more sidebands around a carrier frequency. AM with a carrier frequency of 4550 Hz (or 3900 Hz) and a non-sinusoidal modulation frequency of 650 Hz, generates sidebands at the observed frequencies. Also the convergence of the sidebands towards one (carrier) frequency (Figure 5c box b) makes amplitude modulation with a non-sinusoidal modulation signal a very plausible hypothesis. In this case, the bands in the spectrogram are sidebands, (technically also harmonics of the two sidebands in true AM) with one being the carrier frequency. In part (2) and (3) of the spectrogram, we observe a carrier that is frequency-modulated from 3 to 1.5 kHz with some harmonic contents at odd and even multiples. Particularly fast modulations are indicated by arrows on the x-axis in Figure 5c. We made the distinction between part (2) and (3) due to the amplitude modulation visible in the time domain.

Reconstructing this complex signal helps in making predictions about the underlying mathematical events. Furthermore, it provides parameters for statistical analysis. We used the observations noted above to synthesise the vulture’s signal. The results of the simulation are shown in Figure 5b and 5d. The first part (1) is a non-sinusoidal AM of a sinusoidal carrier. The carrier signal was constructed with combinations of exponential power functions and the modulation signal was an asymmetrically clipped sine wave. The resulting time signal was clipped asymmetrically to obtain the harmonics in part (2) and (3) of the signal. The AM also results in the sum and difference frequencies in part (1) (see arrow in Figure 5c). This procedure can be extended and improved until the desired match with the original signal is made. Listening to these sounds revealed a close match.
Because we were able to reproduce the original screech using simple mathematical perturbations, we have a strong indication what kind of mathematical phenomena underlie the production of the sound. Furthermore, this approach provided us direct statistics that are useful if one were interested in a comparative approach. What does the suggestion that this sound was generated some form of interaction between two signals – causing the amplitude modulation – tell us about the mechanical origin of the sound? At this point, the explanatory power of solely the spectrogram diminishes considerably. We now need to look at the knowledge we gained in phonation physiology.

The bearded vulture belongs to the order Falconiformes (Sibley & Monroe 1990), and is considered a non-songbird. In non-songbirds, amplitude modulation is reported e.g. in parts of the contact calls and in mimicked English vowel sounds (Lavenex 1999) in Budgerigars Melopsittacus undulatus. In general, non-songbirds have a syrinx with only one syringeal aperture (King 1968) formed by two tympaniform membranes, except oilbirds, nightjars and some tropical swifts that have two bronchial apertures (King 1968; Suthers & Hector 1982;
Vibrating tympaniform membranes are the most important sound generator in two non-songbirds; the pigeon *Columba livia* and the cockatiel *Nymphicus hollandicus* (Goller & Larsen 1997; Larsen & Goller 1999). In the light of these findings, we can hypothesise that also in the bearded vulture the tympaniform membranes generate the sound. Based on our reconstruction, AM is the most likely interaction, therefore we need two signals. What mechanical mechanism can cause the AM?

Interference by nonlinearity in the recording equipment of two or more simultaneously vocalising individuals in recordings can cause sidebands (Frommolt 1999), but let us assume that the AM is generated without these types of interference. One possibility is that two separate mechanisms generate the carrier and the modulation signal, i.e. the tympaniform membranes generated the carrier frequency that was modulated by a second mechanism or structure. In the ring dove *Streptopelia risoria*, extremely fast syringeal muscles modulate the sound by pulling the syringeal membranes (i.e. lateral tympaniform membranes or LTM) out of the tracheal lumen (Elemans *et al.* 2004, 2006). The fastest known vertebrate striated muscles, however, contract up to 270 Hz (Fine *et al.* 2001) with a low power output as a trade-off for speed (Rome *et al.* 2006). In both the Budgerigar and the Bearded Vulture, however, modulation frequencies are in the order of 100-700 Hz (Lavenex 1999; Stein 1968), which is too high for any known muscular contraction in vertebrates. Another possible explanation is that more downstream structures interact with the carrier produced in the syrinx, such as flow induced laryngeal movement.

Some types of oscillators provide both the carrier and the modulation, which makes the separation of carrier and modulation signal into different mechanisms not appropriate. For instance, some electronic oscillators have a linear relationship between amplitude and supply voltage, which makes them good amplitude modulators. In the non-oscine syrinx, AM could be generated for instance by the flow or pressure that excites the syringeal membranes.

Another explanation could be that the two tympaniform membranes vibrate at different frequencies. This phenomenon is called ‘biphonation’ and has been studied in various normal human vocalisations and pathologies (Mergell & Herzl 1997; Tigges *et al.* 1997). It is mainly due to some asymmetry in the elastic tissue properties of the membranes and the amount of coupling between the vocal folds and the vocal tract (Mergell & Herzl 1997). So, although biphonation occurs only under specific conditions, it is plausible that the physiology and morphology of different species has evolved to meet them.

All these hypotheses are not easily tested for our screeching vulture. In songbirds, amplitude modulation has previously been reported in the Black-capped Chickadee *Parus atricapillus* by
Nowicki & Capricana (1986a, 1986b). This species belongs to the Order Passeriformes (the songbirds) that have two, bilateral syringeal apertures. By denervation of both sides of the syrinx, Nowicki & Capricana (1986a, 1986b) provided evidence that both apertures produced a carrier with a different frequency. AM was the result of coupling between the left and right parts of the syrinx. To find the origin of the AM in our screeching vulture, we need detailed information on the vibratory behaviour of the sound generators. Obtaining direct measurements of syringeal vibration is obviously very challenging, due to the technical difficulties involved.

Concluding, the answer to our initial question if we can derive the mechanical origin of the sound from our spectrogram is negative. However, we can postulate multiple hypotheses about which potential mathematical processes are underlying the signal, and test these by comparing synthesised features with the observed features in the spectrogram.

Example 2. The use of a mechanical model, the bagpipe reed

In our second example, we employ a mechanical model to produce sound. In contrast to \textit{in vivo} measurements of sound generators in biological systems, mechanical models allow for much more accurate measurements of the mechanical events at relative low effort. Furthermore, mechanical models serve to test the accuracy of mathematical models, and certain parameters can be changed that are fixed in the biological system, such as material properties. Mechanical models are ubiquitously used in engineering and quite common in the fields of biomechanics (e.g. Koehl 2003) and human voice modelling (de Vries 2003).

A simple mechanical model that generates sound is a drone reed from a bagpipe consisting of a cane tube \textit{Arundo donax} L.. The cane tube is closed on one side and transversally and longitudinally cut to form a blade (Figure 6a). Abduction of the blade widens the slit in the tube (Figure 6a and 6b). The player does not manipulate the blade directly with their mouth such is the case in a clarinet or saxophone. The drone is connected to the chanter, of which the resonance properties are determined by the player by closing and opening holes. The blade of the reed and the air in the reed tube are coupled oscillators. The design of the blade and its exact geometry has been subject to many hundreds of years of cultural evolution (Baines 1973). In a bagpipe, a pressure load is applied via the bag to induce vibrations of the reed. We mounted the reed in the sidewall of an acrylate cylinder (inner diameter 34 mm) to mimic the bag and to allow for optical access. The cane tube was open on
one side and formed an outlet. The pressure in the cylinder could be regulated with pressurised air. Sound was recorded with a condenser microphone (Brüel and Kjær 4939; Preamplifier 2670) at 30 cm from the tube-outlet of the reed in a semi-anechoic room at Wageningen University. The signal was amplified and band-pass filtered (20Hz (40 dB/dec) –10 kHz (40 dB/dec), Nexus amplifier; Brüel and Kjær). Gauge pressure was measured about 10 mm from the end of the blade inside the tube with a cathetertip pressure transducer (Millar SPC 350, diameter of tip 1.6mm) and low-pass filtered (10kHz) with a custom-built analogue filter. Pressures were measured relative to the ambient pressure. All signals were digitised at 30 kHz using a 12-bit AD-converter (model PCI-MIO16E-4, National Instruments) on a Pentium III 700MHz Workstation. After digitising, the pressure signal was band-pass filtered (100 Hz-10 kHz) with a 3rd order Butterworth digital filter using zero-phase implementation (Oppenheim & Schafer

Figure 6. Close-up of the mechanical model used, the bag-pipe drone. The two top images are from the high-speed recordings and show the position of the blade when fully closed (a) and open (b). The arrows indicate the air flow that runs from the right through the tube towards the outlet (on the left, not shown). (c) The intensity of the drone model images at a fixed position (dotted line in (a) and (b)) plotted as a function of time, nicely shows the movement of the blade in time. The oscillation period equals 4 ms.
Monochrome, digital high-speed video recordings of the moving blade were made at 2 kHz (Redlake, MotionPro). The video system was synchronised with the sound and pressure signals with a time difference less than 0.5 ms. The width of the opening between the blade and the reed was measured from the high-speed images at a fixed position (dotted line in Figure 6). Width opening as a function of time was up-sampled from 2 to 30 kHz by cubic spline-interpolation (de Boor 1987; Press et al. 1990) through the time data. Signal acquisition and analysis software was developed in Matlab (The Mathworks).

Time traces and spectrograms of the pressures inside and outside the tube of a typical recording are shown in Figure 7. The sound pressure trace varied in amplitude from 12 to -9 Pa (Figure 7a). The pressure in the tube varied from about 80 to -350 Pa (Figure 7b) around atmospheric pressure. Both the sound pressure and the pressure in the tube exhibited a consistently repeating pattern with a period of 4 ms (Figure 7c, d). Since both pressure functions were non-sinusoidal but repetitive, it was likely that odd and even harmonics of the 250 Hz fundamental will occur in their spectra as long as the time window for the FFT is sufficiently long to capture more than a single period.

Calculated spectrograms (Figure 7e, f) consisted indeed of a harmonic stack with a fundamental of 250 Hz and harmonics at evenly spaced odd and even integer multiples (500, 750, 1000, ... Hz). The harmonic stack was found in both spectrograms, but their spectra were different since the waveforms differed in shape and amplitude.

What can we conclude from these signals using the mathematical theory presented above? The simplest way to generate a harmonic stack structure is by either asymmetrical clipping or full wave rectifying as described in Section 2.2. A more complex way to generate the structure in the spectrogram is by non-sinusoidal AM or FM with application of specific filtering. For example, AM with a sinusoidal carrier of 3 kHz and a non-sinusoidal modulation signal with a fundamental of 250 Hz generates multiple side-bands as shown in Figure 5B. In this case, the sidebands overlap exactly (since 3000/250=12, an integer) and could generate a structure similar to Figure 7e. Additionally, a specific filter could match the spectra. The hypothesis that the signal is generated with AM, however, can be rejected because the bands in the spectrogram remain harmonically related also when the lowest band shows slight frequency modulation at the last 400ms. The harmonic relation during FM demonstrates that the most parsimonious explanation is that the lowest band is the true fundamental frequency of the harmonic stack.

In Section 2.2, we showed that a harmonic structure could be generated if somewhere in the system there is a form of clipping, or more broadly defined, a unilateral restriction. The structure in
the spectrogram could indicate a unilateral restriction in the sound generator. Note that even when the signal was generated by AM of some sort, it would require a non-sinusoidal modulation frequency and thus some non-linearity.

During sound production, the blade periodically narrows (Figure 6a) and widens (Figure 6b) the slit. The motion of the blade as a function of time during one bout is visualised in Figure 6c. The high-speed video recordings showed that the blade vibrated in its basal mode and was clearly restricted in its movement by the tube (Figure 8a). Since the pressure in the acrylate cylinder is above ambient room pressure, the air flowed (indicated by arrows in Figure 6a, b) from the acrylate chamber, through the cane tube into the room. During collision between the blade and the tube, the pressure in the tube decreased from 0 Pa to -300 Pa and then increased sharply (Figure 7d). When the blade closed the passage of air, the air in the tube moved on

Figure 7. Pressure recordings in and outside of the bag-pipe drone. (a) Sound pressure at 30 cm from the tube outlet and (b) gauge pressure measured in the tube (relative to atmospheric pressure). (c)-(d) Details of (a) and (b). (e)-(f) Spectrograms of the signals in (a) and (b). $F_s = 30\text{kHz}; \text{nfft} = 1024$; $df = 29.4$ Hz; $dt = 17\text{ms}$. The strong harmonic stacks in both spectrograms are caused by the pulsatile, but repetitive signals. For more explanation see text.
due to its momentum. The local density of the air close to the blade decreased and pressure dropped below ambient pressure. Inertia of the air caused this rapid decrease in pressure. Subsequently, air was sucked through the outlet of the tube, which increased pressure until the blade was pushed upwards. At this stage, air flowed again through the opening of the blade. The movement of the blade is determined by intrinsic mechanical properties and geometry. The movement of the blade and the other mechanical events are locked in periodicity and display limit cycle behaviour comparable to the vocal folds.

Summarising, the analysis of the structure in the spectrogram again helped to hypothesise about the clipping event and thus directed the search for identification of the sound source. The spectrogram, however, failed to explain the mechanical underlying processes of the measured signals. The origin of the harmonics in the spectrogram is the periodicity of the waveforms. Understanding the measured signals required much more knowledge of the flow dynamics and aero-acoustics of the system. (see e.g. Deverge et al. 2003; Fabre & Hirschberg 2000; Verge et al. 1997a, 1997b).
We started by relating simple structures in spectrograms to their causal mathematical events. We identified immediate signatures of repetition, modulations, transients and nonlinear behaviour. As such, a spectrogram of a vocalisation provides many clues about the mathematical nature of the signal. A spectrogram allows us to define clear hypotheses on how the signals might have been produced based on these clues. However, to interpret these mathematical permutations in the light of meaningful physical events, additional knowledge of sound generation is necessary. About the role of morphology in sound generation, Greenewalt (1968) stated: ‘Unfortunately it is not easy to make the transition from an anatomical structure, no matter how detailed, to a description of its functional operation.’ From the viewpoint of acoustic analysis, Gaunt & Gaunt (1985) made the remark that ‘If (avian) voice is modulated even in part by nonsyringeal mechanisms, then syringeal function cannot be deduced from acoustic analysis of the call alone, regardless of the sophistication of the analysis. Acoustic evidence alone may fit contradictory models equally well.’ The spectrogram provides important clues about the origin of animal sounds, but as with morphological studies and studies of system dynamics, detailed studies of the spectrogram provide only a partial insight in the sound producing system.

By looking at our two examples, we can conclude that a spectrogram per se leaves us clueless about the underlying mechanical origin of the sound signal. This is especially the case when dealing with nonlinear systems (see Section 2.4). Systems already exist that can reproduce any sound signal which in a spectrogram would be indistinguishable from the original signal. The loudspeaker consists of only one vibrating membrane and is capable of reproducing sound signals from wind noise to bird song, from conversations to orchestras. Animals, however, do not use speakers to generate sound. Although apparently a trivial observation, it is the state of the art knowledge of sound producing mechanisms in animals that conveniently reduces the number of possible explanations. In bioacoustics there are the famous examples where two mechanically different sound production systems can produce very similar sounds; a man who can imitate a steam engine, or the Superb Lyrebird *Menura novaehollandiae* that can imitate a chain saw. Knowledge of sound producing systems does increase the explanatory power of a spectrogram, but a spectrogram per se unfortunately cannot present unambiguous evidence.
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Appendix A: abbreviations and units of the parameters used

A amplitude [m]
A<sub>c</sub> clipping amplitude [m]
AM Amplitude Modulation
C capacitance [F]
DFFT Discrete Fourier Transform
DSB Double Side Band modulation
f frequency [s<sup>-1</sup>], f = 1/T
FFT Fast Fourier Transform
FM Frequency Modulation
i imaginary unit = \(\sqrt{-1}\)
J<sub>n</sub> Bessel function of n<sup>th</sup> order.
L inductance [H]
m modulation depth of amplitude modulation
n modulation index of frequency modulation; integer value (n=0,1,2,3...)
p angular cycle frequency in angular modulation
PM Phase Modulation
Q charge [C]
R resistance (Ω)
SBB Single Side Band modulation
T time constant [s]
t time [s]
\(\omega\) angular frequency [rad \cdot s<sup>-1</sup>], \(\omega = 2 \cdot \pi \cdot f\)
\(\omega_c\) carrier frequency [rad \cdot s<sup>-1</sup>]
\(\omega_{AM}\) angular frequency of amplitude modulating signal [rad \cdot s<sup>-1</sup>]
\(\omega_{FM}\) angular frequency of frequency modulating signal [rad \cdot s<sup>-1</sup>]
\(\omega_s\) angular frequency of signal s [rad \cdot s<sup>-1</sup>]
\(\omega_i\) angular frequency in angular modulation [rad \cdot s<sup>-1</sup>]

Appendix B: derivations

(B1) Fourier-series of a full wave rectified cosine function

Let \(y(t) = A \cdot \cos(\omega_c \cdot t) = A \cdot \sin(\omega_c \cdot t + \frac{\pi}{2})\) \hspace{1cm} Eqn. B1

Substitution of the new argument of the above sine-function in the Fourier-series of the full wave rectified sine-function given by Eqn. 1, leads to the Fourier-series of a full wave rectified cosine-function:

\(y(t) = A \cdot \cos(\omega_c \cdot t) = A \left[ \frac{2}{\pi} + \frac{4}{\pi} \cos(2 \cdot \omega_c \cdot t) \right] \hspace{1cm} Eqn. B2

Note that also here only even harmonics occur and that the fundamental frequency has disappeared.
(B2) Analytical solver for the harmonic contents of a clipped sinusoidal signal

We start from a signal:

\[ y(t) = A \cdot \sin(\omega \cdot t) = A \cdot \sin \left( \frac{\pi}{L_s} \cdot t \right) \quad |y| < A, \quad A_s \in [0, A] \quad \text{Eqn. B3} \]
\[ y(t) = A_s, \quad |y| \geq A_s \quad \text{Eqn. B4} \]

\( A_s \) is the level at which the signal is clipped and \( L_s = \frac{1}{2} T_s \). For a half-range expansion of this odd function, it rules: (1) there are only sin-components in the Fourier series, (2) the amplitudes \( a_n \) \( (n = 0, 1, 2, \ldots) \) in the Fourier series are zero, so only the \( b_n \) amplitudes remain:

\[ y(t) = \sum_{n=1}^{\infty} b_n \sin \left( \frac{n \cdot \pi \cdot t}{L_s} \right) \quad \text{Eqn. B5} \]

The amplitude \( b_n \) of this half-range expansion is:

\[ b_n = \frac{2}{L_s} \int_0^{L_s} y(t) \cdot \sin \left( \frac{n \cdot \pi \cdot t}{L_s} \right) \, dt \quad \text{Eqn. B6} \]

Using the instants \( \tau_1 \) and \( \tau_2 \) at which the clipping level is reached, we can split up this integral in three parts (Fig. B1a):

\[ b_n = \frac{2 \cdot A}{L_s} \int_{\tau_1}^{\tau_2} \sin \left( \frac{n \cdot \pi \cdot t}{L_s} \right) \, dt + \frac{2 \cdot A}{L_s} \int_{\tau_2}^{\frac{L_s}{2}} \sin \left( \frac{n \cdot \pi \cdot t}{L_s} \right) \, dt + \frac{2 \cdot A}{L_s} \int_{\frac{L_s}{2}}^{\tau_1} \sin \left( \frac{n \cdot \pi \cdot t}{L_s} \right) \, dt \]
\[ = I_1 + I_2 + I_3 \quad \text{Eqn. B7} \]

in which:

\[ \tau_1 = \frac{L_s}{\pi} \cdot \arcsin \left( \frac{A_s}{A} \right) \quad \tau_2 = L_s - \tau_1 \quad \text{Eqn. B8} \]

Substituting \( y(t) \) and \( \tau \) in (C8) and carrying out the integration yields for \( A = 1 \):

\[ I_1 = \frac{1}{\pi \cdot (1 - n)} \cdot \sin\left[\left(1 - n\right) \cdot \arcsin(A_s)\right] - \frac{1}{\pi \cdot (1 + n)} \cdot \sin\left[\left(1 + n\right) \cdot \arcsin(A_s)\right] \quad \text{Eqn. B9} \]
\[ I_2 = \frac{2 \cdot A}{n \cdot \pi} \cdot \left[ \cos(n \cdot \arcsin(A_s)) - \cos(n \cdot \pi - \arcsin(A_s)) \right] \quad \text{Eqn. B10} \]
\[ I_3 = \frac{1}{\pi \cdot (1 - n)} \cdot \left[ \sin\left(\pi \cdot (1 - n)\right) - \sin\left(\pi \cdot (1 + n) \cdot \arcsin(A_s)\right)\right] - \frac{1}{\pi \cdot (1 + n)} \quad \text{Eqn. B11} \]

For \( n = 1 \), the above formulae contain sinc-functions and become:

\[ I_1 = I_2 = \frac{1}{\pi} \cdot \arcsin(A_s) - \frac{1}{2 \cdot \pi} \cdot \sin\left[2 \cdot \arcsin(A_s)\right] \quad \text{Eqn. B12} \]
The behaviour of these expressions when \( A_c \) varies from 0-1 is displayed in Fig. B1b and B1c. It follows that even for \( A_c/A \to 1 \) the amplitude of the harmonics has still a considerable value. This is understandable as the sine-function about \( t = L_s \) is very shallow and therefore the duration of the level \( A_c \) remains rather large when \( A_c/A \to 1 \).

\[(B3)\] Derivation of the formula for Double Side Band modulation (DSB)

Removing the carrier-signal from Eqn. 6 leads to the formula of double sideband modulation:

\[
y(t) = y(t) - A \cdot \cos(\omega_c \cdot t) = -A \cdot m \cdot \cos(\omega_{AM} \cdot t) \cdot \cos(\omega_c \cdot t) =
\]

\[
eq \frac{A \cdot m}{2} \left[ \cos(\omega_c + \omega_{AM} \cdot t) + \cos(\omega_c - \omega_{AM} \cdot t) \right]
\]

Figure B1. An analytical solver for the harmonic content of a clipped sine wave. (a) Half-range expansion of a clipped sinusoidal signal. \( A = \) amplitude, \( A_c = \) amplitude of clipping-level, \( \tau = \) clipping-time, \( L = \) half-period. (b) The Fourier-integrals of the coefficient \( b_n \) as a function of \( A_c \) for \( n = 1, 5 \) and 23. (c) \( \sum_{i=1}^{n} I_i \) for \( n = 1 \), and \( \sum_{i=1}^{n} I_i \) for \( n = 23 \). For more explanation see Appendix B2
We used the following definition of progressive FM:

\[ y(t) = A \cdot \cos \left( \omega t + \frac{m}{p} \sin pt \right) = A \left[ \sin \omega t \cos \left( \frac{m}{p} \sin pt \right) + \cos \omega t \sin \left( \frac{m}{p} \sin pt \right) \right] \]

Eqn. (B15)

Both the terms \( \cos \left( \frac{m}{p} \sin pt \right) \) and \( \sin \left( \frac{m}{p} \sin pt \right) \) can be expanded in a Bessel function series:

\[
\cos \left( \frac{m}{p} \sin pt \right) = J_0 \left( \frac{m}{p} \right) + 2 \sum_{n=1}^{\infty} J_{2n} \left( \frac{m}{p} \right) \cos 2npt
\]

Eqn. (B16)

and

\[
\sin \left( \frac{m}{p} \sin pt \right) = 2 \sum_{n=1}^{\infty} J_{2n-1} \left( \frac{m}{p} \right) \sin (2n-1)pt
\]

Eqn. (B17)

These functions are Bessel functions of the first kind, where the index specifies the order. Substitution of Eqn. B16 and Eqn. B17 into Eqn. B15, (with \( 2 \sin P \cos Q = \sin (P+Q) + \sin (P-Q) \)), results in

\[
y(t) = A \sum_{n=0}^{\infty} J_n \left( \frac{m}{p} \right) \sin (\omega t) \cos (m \sin pt)
\]

Eqn. (B18)

The summation follows from the formula \( J_{-n}(x) = (-1)^n J_n(x) \).

Parseval's theorem can be restated for angular modulations:

\[
\sum_{n=0}^{\infty} J_n^2 \left( \frac{m}{p} \right) = 1
\]

Eqn. (B19)

This rule implies that the power of the angular modulated carrier is independent on the actual modulation, which corresponds to the constant amplitude of the angular modulated carrier. The modulation redistributes energy from the carrier frequency to the many sidebands.

**B4** Angular modulation: Calculating energy distribution in side bands using Bessel functions

**B5** Progressive modulation and combinations of modulation

We used the following definition of progressive FM:

\[
y(t) = A \cdot \cos \left[ 1 + n \cdot y_m \cdot 2 \cdot \pi \cdot \left( \frac{t}{T_c} \right)^N \right] \quad N > 1
\]

Eqn. (B20)
The expressions for AM (Eqn. 4), FM (Eqn. 7) and progressive FM (Eqn. B20) can be combined in many ways. The time signal of the example used in Fig. 3e is given by the expression:

\[
\begin{align*}
\gamma(t) &= A_1 \cdot (1 + m_e \cdot \gamma_{AM}) \cdot \cos(\omega_c t) + A_2 \cdot \cos[(1 + n_1 \cdot \gamma_{FM}) \cdot \omega_c t] + A_3 \cdot \cos \left[ (1 + n_2 \cdot \gamma_{PM}) \cdot \frac{t}{T_c} \right] + A_4 \cdot (1 + m_e \cdot \gamma_{AM}) \cdot \cos \left[ (1 + n_3 \cdot \gamma_{PM}) \cdot \omega_c t \right] \\
&= (AM) + (FM) + (progressive FM) + (AM and FM combined) \text{ Eqn. B21}
\end{align*}
\]

The signal is composed of: (1) an amplitude-modulated signal, resulting in a carrier and two side frequencies, (2) a frequency-modulated signal with a constant modulation index, (3) a frequency-modulated signal with increasing modulation-amplitude (progressive FM), and (4) a combination of AM and progressive FM.

**B6) AM to PM conversions in nonlinear oscillators**

We will illustrate this AM to PM conversion for an electric circuit, i.e. a nonlinear-RLC series circuit that is voltage excited. A second order differential equation describes the system dynamics:

\[
L \frac{d^2Q}{dt^2} + R \frac{dQ}{dt} + \frac{1}{C_{(Q)}} Q = U \cos \omega t, \quad \text{Eqn. B22}
\]

where \(L\) is the inductance (Henry) in the circuit, \(Q\) is the charge (Coulomb), \(R\) is the resistance (Ohm) and \(C_{(Q)}\) is the capacitance (Farad). The input function is a sinusoidal time function (\(U \cos \omega t\)) in Volts. We consider the capacitance \(C\) in the circuit to be a function of its charge \((Q)\), which is a common kind of non-linearity in RLC circuits. We rewrite Eqn. B22 to:

\[
\frac{d^2Q}{dt^2} + \frac{R}{L} \frac{dQ}{dt} + \omega_s^2 Q = \frac{U}{L} \cos \omega t = B \cos \omega t \quad F_{(Q)} = Q + \lambda Q^3 \quad \frac{R}{L} = \omega_d \quad \text{Eqn. B23}
\]

Differential equations with this 3rd order nonlinearity are known as Duffing equations (Duffing, 1918).

We consider the steady state solution of Eqs. B23 of the form \(Q = A \cos(\omega t + \varphi)\). The first and second derivatives of \(Q\) are: \(\frac{dQ}{dt} = -\omega A \sin(\omega t + \varphi)\) and \(\frac{d^2Q}{dt^2} = -\omega^2 A \cos(\omega t + \varphi)\).

\[
Q^3 = A^3 \cos^3(\omega t + \varphi) = \frac{3}{4} A^3 \cos(\omega t + \varphi) + \frac{1}{4} A^3 \cos(3 \omega t + \varphi) \quad \text{Eqn. B24}
\]

Substitution of the expression for \(Q\) in Eqn. B24 gives:

\[
\left[ (\omega_s^2 - \omega^2) \cos(\omega t + \varphi) - \omega \omega_d A \sin(\omega t + \varphi) \right] A + \left[ 3 \omega_s^2 \cos(\omega t + \varphi) + \omega^2 \omega_d \cos(3 \omega t + \varphi) \right] \frac{\lambda A^3}{4} = B \cos \omega t
\]

Due to the 3rd order nonlinearity a third harmonic is generated. We will concentrate only on the terms concerning the fundamental \(\omega_0\) to show the AM to PM conversion. Grouping equal powers of \(A\) gives:
\[ [\omega_n^2 \cdot \omega^2 + d^2 \omega_n^2 \omega^2] A^2 + \frac{9}{16} \omega_n^2 \lambda \cdot A^4 + \frac{3}{2} (\omega_n^2 \cdot \omega^2) \omega_n^2 \lambda A^4 = B^2 \]  

Eqn. B25

This expression gives the amplitude as a function of the excitation. The solution of this polynomial of the 3rd degree in \( A^2 \) can be obtained numerically. The expression can be rewritten as \( \omega = f_{a,b} \):

\[ \omega_n^2 A^2 + \omega^4 A^2 - 2 \omega_n^2 \omega^2 A^2 + d^2 \omega_n^2 \omega^2 \cdot A^2 + \frac{3}{2} \omega_n^2 \lambda A^4 - \frac{3}{2} \omega_n^2 \omega^2 \cdot \lambda A^4 + \frac{9}{16} \omega_n^2 \lambda \cdot \omega^2 A^4 - B^2 = 0 \]

Eqn. B26

The solution for is \( \omega^2 \):

\[ \omega_{i,2}^2 = \omega_n^2 \left( 1 - \frac{d^2}{2} + \frac{3}{4} \lambda A^2 \right) \pm \left( \frac{B}{\omega_n^2 A^2} \right)^2 \left( 1 + \frac{3}{4} \lambda A^2 \right) + \left( 1 - \frac{d^2}{2} + \frac{3}{4} \lambda A^2 \right)^2 \]  

Eqn. B27

Discarding higher powers of \( \lambda \) leads to:

\[ \omega_{i,2}^2 = \omega_n^2 \left( 1 - \frac{d^2}{2} + \frac{3}{4} \lambda A^2 \right) \pm \left( \frac{B}{\omega_n^2 A^2} \right)^2 \left( 1 + \frac{3}{4} \lambda A^2 \right) + \left( 1 - \frac{d^2}{2} + \frac{3}{4} \lambda A^2 \right)^2 \]  

Eqn. B28

Only real solutions are relevant. Figure 4a shows \( \omega^2 / \omega_n^2 \) as function of \( A \), with \( B \) is varied from 1 to 10. \( \lambda = 0.01 \) and \( d = 0.1 \). Now the phase of the oscillation charge can be determined relative to the excitation (Fig. 4b).

\[
(\omega_n^2 \cdot \omega^2) dA - \omega_n^2 dA + \frac{3}{4} \lambda bA^3 = 0 = (\omega_n^2 \cdot \omega^2) \sin \varphi A - \omega_n^2 \cos \varphi A^3 \]

\[
\tan \varphi = \frac{\omega_n^2 \omega \cdot d}{(\omega_n^2 \cdot \omega^2) + \frac{2}{4} \lambda A^2} \]

Eqn. B29

The phase of the charge oscillation is strongly dependent on the excitation amplitude, especially around the frequencies in the neighbourhood of the low amplitude resonance frequency. The AM to FM conversion is evident even in the simplest of all nonlinear differential equation. Other peculiar properties of this type of differential equation, such as amplitude instability regions, are beyond the scope of this article.